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individual tracked in one of the two or more cameras with an
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1
ATTRIBUTE-BASED PERSON TRACKING
ACROSS MULTIPLE CAMERAS

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application is related to U.S. patent application
entitled “Multispectral Detection of Personal Attributes for
Video Surveillance,” identified by Ser. No. 12/845,121 and
filed concurrently herewith, the disclosure of which is incor-
porated by reference herein in its entirety.

Additionally, the present application is related to U.S.
patent application entitled “Facilitating People Search in
Video Surveillance,” identified by Ser. No. 12/845,116, and
filed concurrently herewith, the disclosure of which is incor-
porated by reference herein in its entirety.

Also, the present application is related to U.S. patent appli-
cation entitled “Semantic Parsing of Objects in Video,” iden-
tified by Ser. No. 12/845,095, and filed concurrently here-
with, the disclosure of which is incorporated by reference
herein in its entirety.

FIELD OF THE INVENTION

Embodiments of the invention generally relate to informa-
tion technology, and, more particularly, to video surveillance.

BACKGROUND OF THE INVENTION

Tracking people across multiple cameras with non-over-
lapping fields of view poses a challenge. Existing approaches
include using face recognition technology or relying on soft-
biometrics features such as clothing color or person height to
identify and track a person over different camera views. How-
ever, face recognition techniques are very sensitive to illumi-
nation changes, face pose variations, and low-resolution
imagery (typical conditions in surveillance scenes). Also,
general features like clothing color are subject to ambiguity
(for example, two different people may be wearing clothes
with the same color). Additionally, color and appearance of a
person can change dramatically from camera to camera, due
to lighting changes, different camera sensor responses, etc.

SUMMARY OF THE INVENTION

Principles and embodiments of the invention provide tech-
niques for attribute-based person tracking across multiple
cameras. An exemplary method (which may be computer-
implemented) for tracking an individual across two or more
cameras, according to one aspect of the invention, can include
steps of detecting an image of one or more individuals in each
of two or more cameras, tracking each of the one or more
individuals in a field of view in each of the two or more
cameras, applying a set of one or more attribute detectors to
each of the one or more individuals being tracked by the two
or more cameras, and using the set of one or more attribute
detectors to match an individual tracked in one of the two or
more cameras with an individual tracked in one or more other
cameras of the two or more cameras.

One or more embodiments of the invention or elements
thereof can be implemented in the form of a computer product
including a tangible computer readable storage medium with
computer useable program code for performing the method
steps indicated. Furthermore, one or more embodiments of
the invention or elements thereof can be implemented in the
form of an apparatus including a memory and at least one
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2

processor that is coupled to the memory and operative to
perform exemplary method steps.

Yet further, in another aspect, one or more embodiments of
the invention or elements thereof can be implemented in the
form of means for carrying out one or more of the method
steps described herein; the means can include (i) hardware
module(s), (ii) software module(s), or (iii) a combination of
hardware and software modules; any of (i)-(iii) implement the
specific techniques set forth herein, and the software modules
are stored in a tangible computer-readable storage medium
(or multiple such media).

These and other objects, features and advantages of the
present invention will become apparent from the following
detailed description of illustrative embodiments thereof,
which is to be read in connection with the accompanying
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram illustrating an exemplary
embodiment, according to an aspect of the invention;

FIG. 2 is a flow diagram illustrating techniques for tracking
an individual across two or more cameras, according to an
embodiment of the invention; and

FIG. 3 is a system diagram of an exemplary computer
system on which at least one embodiment of the invention can
be implemented.

DETAILED DESCRIPTION OF EMBODIMENTS

Principles of the invention include attribute-based people
tracking across multiple cameras (for example, video cam-
eras). One or more embodiments of the invention can be used,
for example, for smart video surveillance to note trajectories
foreach of multiple people in a three-dimensional (3D) space.
This can be useful, by way of example, for tracking individu-
als across cameras, observing common shopper patterns in
retail stores, etc.

As described herein, one or more embodiments of the
invention can address the issue of, for example, given a
tracked person in camera A, and a person in camera B, deter-
mining whether they correspond to the same person (so that
the person can be unified into a single video track). As such,
one or more embodiments of the invention include tracking
people across multiple cameras based on fine-grained body
parts and attribute detectors.

As detailed herein, images of people can be matched based
on a set of fine-grained attributes such as, for example, the
presence of beard, moustache, eyeglasses, sunglasses, hat,
absence of hair (bald people), shape of features (long nose,
eyes shape, short/long shirt sleeves), color and texture of
clothing, etc. These attribute detectors are learned from large
amounts of training images, in multiple levels of resolution.
Further, one or more embodiments of the invention can also
consider non-visual attributes from other sensors such as, for
example, odor and temperature to improve the matching pro-
cess.

By way of example and not limitation, consider a set of
surveillance cameras with non-overlapping fields of view. In
each camera, people are detected and tracked in the local field
of view using standard computer vision algorithms. Now
suppose a person moves from a place that is monitored by
camera A to another place that is monitored by camera B. One
or more embodiments of the invention include assigning a
unique “track ID” (track identifier) for the trajectories of the
person locally tracked in cameras A and B, so that tracking in
a global coordinate system can be performed. In one or more
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embodiments of the invention, a “track ID” might simply
include a number to identify the track, such as, for example,
track ID 1, track 1D 2, etc.

This implies a need to match a person tracked in one
camera with other people tracked in other cameras. In one or
more embodiments of the invention, this matching can be
performed by taking into account the geometric configuration
of'the cameras, the time information (that is, the time usually
taken by a person to walk from camera A to B), and a set of
fine-grained person attributes as described herein.

One or more embodiments of the invention can be imple-
mented in connection with a set of surveillance cameras with
non-overlapping fields of view. As described herein, a unique
track identifier (ID) can be generated and used for the trajec-
tories of a person locally tracked in cameras. For each person
that enters the scene, a “track™ is started. The “track” ends
when the person leaves the scene (that is, leaves the camera
field of view). Each track has a unique track ID to identify the
track. Also, by way of example, this can be generated incre-
mentally—track 1, track 2, . . . , track n.

Further, one or more embodiments of the invention use a
feature for matching a person tracked in one camera with
other people (for example, the same person) tracked on other
cameras using a set of fine-grained person attributes. Addi-
tionally, as further detailed herein, a technique and/or algo-
rithm for matching people across cameras based on a set of
fine-grained parts and attributes detectors is used, wherein the
detectors are learned from large amount of training data (for
example, using Adaptive Boosting (Adaboost) learning, thus
being robust to lighting and viewpoint changes.

In one or more embodiments of the invention, as noted
herein, matching people across cameras can also include a
matching algorithm using the geometric configuration of the
cameras (including time information) and a set of fine-
grained person attributes. Also, one or more embodiments of
the invention can include using a human parsing process
and/or a methodology applying for both tracking and human
parsing. Further, a weighted vector distance matrix and a
threshold can be used, for example, in conjunction with a
comparison method to determine if the person in camera A
corresponds to the person in camera B.

By way of example and not limitation, consider again a
person moving from camera A to camera B. One or more
embodiments of the invention could proceed as follows. The
person is tracked in camera A, for example, using standard
tracking techniques. In addition, a set of fine-grained Ada-
boost detectors (including, for example, detectors for beard,
glasses, hat, baldness, etc.) is applied to each image of the
person. By way of example only, techniques for generating
such detectors can be found in U.S. patent application Ser.
No. 12/845,119 entitled “Multispectral Detection of Personal
Attributes for Video Surveillance,” filed concurrently here-
with, the disclosure of which is incorporated by reference
herein in its entirety. This process can be referred to herein as
human parsing.

Using the human parsing process, one or more embodi-
ments of the invention can include obtaining a feature vector
F =la,, u,, a5, . . ., a,] for the person in camera A, corre-
sponding to the max confidence values of each Adaboost
detector. Note that each “track” corresponds to a set of image
frames with the location of the person in each frame. For each
frame, one or more embodiments of the invention apply the
set of attribute detectors (beard, eyeglasses, etc.) and obtain a
confidence value for each detector in each frame. As such,
each detector will have a set of confidence values (one for
each frame of the track). For each detector, one or more
embodiments of the invention take the maximum confidence
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value over the frames (that is, “max confidence value”) and
store it as one element in the F, vector. Accordingly, the first
element of the F, vector will contain the max confidence
value, for example, for beard, the second element, for
example, for eyeglasses, and so on.

By way of example and not limitation, consider that a
person has been tracked over five frames. All detectors are
applied in each one of these five frames, generating confi-
dence values. For example, the beard detector may generate
five confidence values [0.2, 0.5, 0.9, 0.2, 0.7]. The “max
confidence value” for the beard attribute is therefore 0.9 (the
maximum value of the five confidence numbers).

The same methodology of tracking and human parsing can
be applied when the person is moving within the field of view
of camera B, resulting in one or more embodiments of the
invention obtaining the feature vector F,=[b, b; ..., b,].

One or more embodiments of the invention can addition-
ally determine the amount of time taken by the personto leave
camera A and appear in camera B (given the geometric
arrangement of cameras) to see if it is consistent with an
average or customary time calculated previously based on
earlier data collected, for example, by camera A and camera
B. One or more embodiments of the invention include speci-
fying a range of time periods calculated based on earlier
collected data, as well as defining a priori if it is possible for
one person to move from one camera to another based on the
spatial location of cameras.

If the amount of time is consistent, one or more embodi-
ments of the invention can include computing a weighted
vector distance between F and F:
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and comparing the weighted vector distance to a threshold to
see if the person in camera A corresponds to person in camera
B. Both the threshold and the set of weights can be obtained
from a standard learning process (for example, using artificial
neural networks). The learning process can be seen as a black
box where training data is provided (including input feature
vectors and an output variable (indicating whether it is the
same person or not). The output of the black box can include
weights and the threshold. If there is a match (that is, the
person in camera A corresponds to the person in camera B),
then both trajectories are unified so that they correspond to a
single track.

Also, as noted herein, in one or more embodiments of the
invention, the weights w, are obtained offline according to the
reliability of each detector. As an example, if a “beard detec-
tor” is more reliable than a “hat detector” then the beard
detector confidence value will be associated with a larger
weight.

FIG. 1 is a block diagram illustrating an exemplary
embodiment (for any pair of cameras A and B), according to
an aspect of the invention. FIG. 1 depicts camera A 102 which
captures images, leading to the steps of person detection 104
(via a person detection module), person tracking 106 (via a
person tracking module) and human parsing 108 (via use of
fine-grained attribute (for example, beard, eyeglasses, hat,
etc.) detector modules). This sequence produces feature vec-
tor 1 in conjunction with the use of detector confidence val-
ues.

As detailed herein, the task of a person detection module
includes, given a specific video frame, finding whether there
exists such a person as is being sought and, if so, determining
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his/her size and position in the image. The task of a person
tracking module includes, given that a person was detected at
frame N, localizing the same person at frame N+1, N+2, etc.
until the person leaves the scene. Also, in one or more
embodiments of the invention, a feature vector is created by
the human parsing process via applying attribute detectors
such as, for example, beard, etc. and taking the max confi-
dence values as explained herein.

Additionally, FIG. 1 depicts camera B 110 which captures
images, leading to the steps of person detection 112 (via a
person detection module), person tracking 114 (via a person
tracking module) and human parsing 116 (via use of fine-
grained attribute (for example, beard, eyeglasses, hat, etc.)
detector modules). This sequence produces feature vector 2 in
conjunction with the use of detector confidence values.

FIG. 1 also depicts step 118, which includes use of a
configuration and timing analysis module to determine if a
person can move from camera A to camera B in a given time.
Step 120 includes determining ifthe configuration and timing
of the person being surveilled is consistent with the pre-
determined range. In one or more embodiments of the inven-
tion, the user estimates the minimum and maximum times
that a person could walk from camera A to Camera B. Also, in
one or more embodiments of the invention, it is assumed that
the person does not stop for a long time and keeps walking or
running.

If the configuration and timing of the person being sur-
veilled is not consistent with the pre-determined range, the
process ends at step 130. Ifthe configuration and timing of the
person being surveilled is consistent with the pre-determined
range, step 122 includes comparing feature vector 1 with
feature vector 2 via use of a matching module as well as
receiving input from a learning module 124 in the form of
determinations of weights and thresholds for matching. Step
126 includes determining if the matching of feature vector 1
and feature vector 2 is acceptable. If no, the process ends at
step 130. If yes, the tracks are unified at step 128, indicating
that the same person is being compared (that is, track 1=track
2). Additionally, in one or more embodiments of the inven-
tion, the matching, that is, the distance between the two
feature vectors is compared to a user-defined threshold to
determine whether the persons are the same or not.

FIG. 2 is a flow diagram illustrating techniques for tracking
an individual across two or more cameras, according to an
embodiment of the present invention. Step 202 includes
detecting an image of one or more individuals in each of two
or more cameras. This step can be carried out, for example,
using a person detection module.

Step 204 includes tracking each of the one or more indi-
viduals in a (for example, a local) field of view in each of the
two or more cameras. This step can be carried out, for
example, using a person tracking module. Tracking each of
the individuals in a local field of view in each of the two or
more cameras can include using one or more computer vision
algorithms.

Step 206 includes applying a set of one or more attribute
detectors to each of the one or more individuals being tracked
by the two or more cameras. This step can be carried out, for
example, using a human parsing module. The set of attribute
detectors can include, for example, a set of one or more
fine-grained Adaptive Boosting attribute detectors. Further,
the attribute detectors can include one or more attribute detec-
tors for presence of a beard, presence of a moustache, pres-
ence of eyeglasses, presence of sunglasses, presence of a hat,
absence of hair, shape of body features, shape of clothing
features, clothing color, clothing texture, etc. Also, the
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attribute detectors can be learned from a set of training images
in one or more levels of resolution.

Step 208 includes using the set of one or more attribute
detectors to match an individual tracked in one of the two or
more cameras with an individual tracked in one or more other
cameras of the two or more cameras. This step can be carried
out, for example, using a matching module. Using the set of
attribute detectors to match an individual tracked in one of the
cameras with an individual tracked in one or more other
cameras can include, for example, using a geometric configu-
ration of the cameras, time information, and/or a set of indi-
vidual attributes.

Using the set of one or more attribute detectors to match an
individual tracked in one of the two or more cameras with an
individual tracked in one or more other cameras of the two or
more cameras can also include steps 210, 212 and 214. Step
210 includes using a maximum confidence value of each
attribute detector to generate a feature vector of each of the
one or more individuals. Step 212 includes calculating a
distance between each vector using a weighted vector dis-
tance between each vector. Also, step 214 includes comparing
the distance to a threshold to determine if the individual
tracked in one of the two or more cameras is the same indi-
vidual as the individual tracked in one or more other cameras
of the two or more cameras.

In one or more embodiments of the invention, the geomet-
ric configuration can be acquired before the system starts. By
way of example and not limitation, consider Camera A, and
assume that a person can walk from camera A to Camera B,
but cannot to walk from camera A to Camera C (for example,
because there is a physical wall, etc.). The geometric configu-
ration will contain this information, indicating which cam-
eras are adjacent.

Additionally, with respect to the matching process, con-
sider (for illustrative purposes) the following example. A
person shows up in camera A. He of she is detected, tracked,
and the attribute detectors are applied. By taking the max
confidence values of each detector, a feature vector Fa is
formed. Assume, also, that there are five attributes (for
example, beard, bald, eyeglasses, hat, and striped shirt).
Accordingly, the feature vector Fa is 5-dimensional, for
example, Fa=[0.4, 0.9, 0.0, 0.9, 0.2]. Subsequently, another
person shows up in camera B. The same process is done and
asecond feature vector is obtained, for example, Fb=[0.2, 1.0,
0.0, 0.1, 0.1]. The distance between the two vectors (that is,
matching) is calculated, as described herein, using a
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weighted vector distance between F, and F,: and comparing
that to a threshold to determine if the persons are the same or
not.

The techniques depicted in FIG. 2 can also include assign-
ing a unique tracking identifier (“track ID”) for each trajec-
tory of an individual locally tracked in each of the two or more
cameras to facilitate tracking in a global coordinate system.
Additionally, one or more embodiments of the invention can
include obtaining a feature vector (F ,=[a,, a,, a5, ..., a,]) for
an individual in one camera, corresponding to one or more
max confidence values of each attribute detector, as well as
obtaining a feature vector (F,=[b,, b, bs, . . ., b,]) for the
individual when the individual moves within the field of view
of'a second camera. As detailed herein, examples of attributes
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include beard, bald, etc., and a feature vector is formed by
taking the max confidence values of the attribute detectors.

Also, one or more embodiments of the invention include
determining an amount of time taken by the individual to
leave a view of the first camera and appear within a view of the
second camera to determine if the amount of time is consis-
tent with an established range of time. Further, one or more
embodiments of the invention can include computing, if the
amount of time is consistent with the established range time,
a weighted vector distance between the first camera and the
second camera

[Zn: wila; — bi)z]
i1

and comparing the weighted vector distance to a threshold to
determine if the individual in the view of the first camera
corresponds to the individual in the view of the second cam-
era.

A trajectory of the first camera and the second camera can
be unified to correspond to a single track if the individual in
the view of the first camera corresponds to the individual in
the view of the second camera. In one or more embodiments
of the invention, a trajectory refers to the path take by a
person. When tracking the person in one camera, it can be
determined, for example, that the person is moving right or
left. Accordingly, his/her path is known within the field of
view of a camera. In another camera, the person may follow
another trajectory. When it is determined that the same person
is present in different cameras views, the trajectories are
linked. A single track, as used herein, refers to a single tra-
jectory, rather than two different trajectories. One or more
embodiments of the invention utilize this information to dis-
cover, for example, the path that a person-of-interest took,
where he/she went, etc. Additionally, one or more weights
used in the weighted vector can be obtained according to the
reliability of each attribute detector. The reliability of each
attribute detector can be determined using an artificial neural
network (as well as, for example, other standard machine
learning techniques).

The techniques depicted in FIG. 2 can also include using
one or more non-visual attributes from one or more sensors.
Non-visual attributes can include, by way of example and not
limitation, odor, temperature, etc. In one or more embodi-
ments of the invention, the use of non-visual attribute detec-
tors can include generating confidence values, just as with the
visual attribute detectors.

The techniques depicted in FIG. 2 can also, as described
herein, include providing a system, wherein the system
includes distinct software modules, each of the distinct soft-
ware modules being embodied on a tangible computer-read-
able recordable storage medium. All the modules (or any
subset thereof) can be on the same medium, or each can be on
a different medium, for example. The modules can include
any or all of the components shown in the figures. In one or
more embodiments, the modules include a person detection
module, a person tracking module, a human parsing module,
amatching module, a configuration and timing analysis mod-
ule, and a learning module that can run, for example on one or
more hardware processors.

The method steps can then be carried out using the distinct
software modules of the system, as described above, execut-
ing on the one or more hardware processors. Further, a com-
puter program product can include a tangible computer-read-
able recordable storage medium with code adapted to be
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executed to carry out one or more method steps described
herein, including the provision of the system with the distinct
software modules.

Additionally, the techniques depicted in FIG. 2 can be
implemented via a computer program product that can
include computer useable program code that is stored in a
computer readable storage medium in a data processing sys-
tem, and wherein the computer useable program code was
downloaded over a network from a remote data processing
system. Also, in one or more embodiments of the invention,
the computer program product can include computer useable
program code that is stored in a computer readable storage
medium in a server data processing system, and wherein the
computer useable program code are downloaded over a net-
work to a remote data processing system foruse in a computer
readable storage medium with the remote system.

As will be appreciated by one skilled in the art, aspects of
the present invention may be embodied as a system, method
or computer program product. Accordingly, aspects of the
present invention may take the form of an entirely hardware
embodiment, an entirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module” or
“system.” Furthermore, aspects of the present invention may
take the form of a computer program product embodied in one
ormore computer readable medium(s) having computer read-
able program code embodied thereon.

One or more embodiments of the invention, or elements
thereof, can be implemented in the form of an apparatus
including a memory and at least one processor that is coupled
to the memory and operative to perform exemplary method
steps.

One or more embodiments can make use of software run-
ning on a general purpose computer or workstation. With
reference to FIG. 3, such an implementation might employ,
for example, a processor 302, a memory 304, and an input/
output interface formed, for example, by a display 306 and a
keyboard 308. The term “processor” as used herein is
intended to include any processing device, such as, for
example, one that includes a CPU (central processing unit)
and/or other forms of processing circuitry. Further, the term
“processor” may refer to more than one individual processor.
The term “memory” is intended to include memory associ-
ated with a processor or CPU, such as, for example, RAM
(random access memory), ROM (read only memory), a fixed
memory device (for example, hard drive), a removable
memory device (for example, diskette), a flash memory and
the like. In addition, the phrase “input/output interface” as
used herein, is intended to include, for example, one or more
mechanisms for inputting data to the processing unit (for
example, mouse), and one or more mechanisms for providing
results associated with the processing unit (for example,
printer). The processor 302, memory 304, and input/output
interface such as display 306 and keyboard 308 can be inter-
connected, for example, via bus 310 as part of a data process-
ing unit 312. Suitable interconnections, for example via bus
310, can also be provided to a network interface 314, such as
a network card, which can be provided to interface with a
computer network, and to a media interface 316, such as a
diskette or CD-ROM drive, which can be provided to inter-
face with media 318.

Accordingly, computer software including instructions or
code for performing the methodologies of the invention, as
described herein, may be stored in one or more of the asso-
ciated memory devices (for example, ROM, fixed or remov-
able memory) and, when ready to be utilized, loaded in part or
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in whole (for example, into RAM) and implemented by a
CPU. Such software could include, but is not limited to,
firmware, resident software, microcode, and the like.

A data processing system suitable for storing and/or
executing program code will include at least one processor
302 coupled directly or indirectly to memory elements 304
through a system bus 310. The memory elements can include
local memory employed during actual implementation of the
program code, bulk storage, and cache memories which pro-
vide temporary storage of at least some program code in order
to reduce the number of times code must be retrieved from
bulk storage during implementation.

Input/output or /O devices (including but not limited to
keyboards 308, displays 306, pointing devices, and the like)
can be coupled to the system either directly (such as via bus
310) or through intervening I/O controllers (omitted for clar-
ity).

Network adapters such as network interface 314 may also
be coupled to the system to enable the data processing system
to become coupled to other data processing systems or remote
printers or storage devices through intervening private or
public networks. Modems, cable modem and Ethernet cards
are just a few of the currently available types of network
adapters.

As used herein, including the claims, a “server” includes a
physical data processing system (for example, system 312 as
shown in FIG. 3) running a server program. It will be under-
stood that such a physical server may or may not include a
display and keyboard.

As noted, aspects of the present invention may take the
form of a computer program product embodied in one or more
computer readable medium(s) having computer readable pro-
gram code embodied thereon. Any combination of one or
more computer readable medium(s) may be utilized. The
computer readable medium may be a computer readable sig-
nal medium or a computer readable storage medium. A com-
puter readable storage medium may be, for example, but not
limited to, an electronic, magnetic, optical, electromagnetic,
infrared, or semiconductor system, apparatus, or device, or
any suitable combination of the foregoing. Media block 318
is a non-limiting example. More specific examples (a non-
exhaustive list) of the computer readable storage medium
would include the following: an electrical connection having
one or more wires, a portable computer diskette, a hard disk,
a random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), an optical fiber, a portable com-
pact disc read-only memory (CD-ROM), an optical storage
device, a magnetic storage device, or any suitable combina-
tion of the foregoing. In the context of this document, a
computer readable storage medium may be any tangible
medium that can contain, or store a program for use by or in
connection with an instruction execution system, apparatus,
or device.

A computer readable signal medium may include a propa-
gated data signal with computer readable program code
embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electro-mag-
netic, optical, or any suitable combination thereof. A com-
puter readable signal medium may be any computer readable
medium that is not a computer readable storage medium and
that can communicate, propagate, or transport a program for
use by or in connection with an instruction execution system,
apparatus, or device.

Program code embodied on a computer readable medium
may be transmitted using any appropriate medium, including
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but not limited to wireless, wireline, optical fiber cable, radio
frequency (RF), etc., or any suitable combination of the fore-
going.

Computer program code for carrying out operations for
aspects of the present invention may be written in any com-
bination of one or more programming languages, including
an object oriented programming language such as Java,
Smalltalk, C++ or the like and conventional procedural pro-
gramming languages, such as the “C” programming language
or similar programming languages. The program code may
execute entirely on the user’s computer, partly on the user’s
computer, as a stand-alone software package, partly on the
user’s computer and partly on a remote computer or entirely
on the remote computer or server. In the latter scenario, the
remote computer may be connected to the user’s computer
through any type of network, including a local area network
(LAN) or a wide area network (WAN), or the connection may
be made to an external computer (for example, through the
Internet using an Internet Service Provider).

Aspects of the present invention are described herein with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations and/
or block diagrams, and combinations of blocks in the flow-
chart illustrations and/or block diagrams, can be imple-
mented by computer program instructions. These computer
program instructions may be provided to a processor of a
general purpose computer, special purpose computer, or other
programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer or other programmable data pro-
cessing apparatus, create means for implementing the func-
tions/acts specified in the flowchart and/or block diagram
block or blocks.

These computer program instructions may also be stored in
a computer readable medium that can direct a computer, other
programmable data processing apparatus, or other devices to
function in a particular manner, such that the instructions
stored in the computer readable medium produce an article of
manufacture including instructions which implement the
function/act specified in the flowchart and/or block diagram
block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps to
be performed on the computer, other programmable appara-
tus or other devices to produce a computer implemented
process such that the instructions which execute on the com-
puter or other programmable apparatus provide processes for
implementing the functions/acts specified in the flowchart
and/or block diagram block or blocks.

The flowchart and block diagrams in the figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer program
products according to various embodiments of the present
invention. In this regard, each block in the flowchart or block
diagrams may represent a module, component, segment, or
portion of code, which comprises one or more executable
instructions for implementing the specified logical
function(s). It should also be noted that, in some alternative
implementations, the functions noted in the block may occur
out of the order noted in the figures. For example, two blocks
shown in succession may, in fact, be executed substantially
concurrently, or the blocks may sometimes be executed in the
reverse order, depending upon the functionality involved. It
will also be noted that each block of the block diagrams
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and/or flowchart illustration, and combinations of blocks in
the block diagrams and/or flowchart illustration, can be
implemented by special purpose hardware-based systems
that perform the specified functions or acts, or combinations
of special purpose hardware and computer instructions.

It should be noted that any of the methods described herein
can include an additional step of providing a system compris-
ing distinct software modules embodied on a computer read-
able storage medium; the modules can include, for example,
any or all of the components shown in FIG. 1. The method
steps can then be carried out using the distinct software mod-
ules and/or sub-modules of the system, as described above,
executing on one or more hardware processors 302. Further,
a computer program product can include a computer-readable
storage medium with code adapted to be implemented to
carry out one or more method steps described herein, includ-
ing the provision of the system with the distinct software
modules.

In any case, it should be understood that the components
illustrated herein may be implemented in various forms of
hardware, software, or combinations thereof; for example,
application specific integrated circuit(s) (ASICS), functional
circuitry, one or more appropriately programmed general pur-
pose digital computers with associated memory, and the like.
Given the teachings of the invention provided herein, one of
ordinary skill in the related art will be able to contemplate
other implementations of the components of the invention.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of the invention. As used herein, the singular forms
“a,”“an” and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. It will be
further understood that the terms “comprises” and/or “com-
prising,” when used in this specification, specify the presence
of stated features, integers, steps, operations, elements, and/
or components, but do not preclude the presence or addition
of one or more other features, integers, steps, operations,
elements, components, and/or groups thereof.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements in the claims
below are intended to include any structure, material, or act
for performing the function in combination with other
claimed elements as specifically claimed. The description of
the present invention has been presented for purposes of
illustration and description, but is not intended to be exhaus-
tive or limited to the invention in the form disclosed. Many
modifications and variations will be apparent to those of
ordinary skill in the art without departing from the scope and
spirit of the invention. The embodiment was chosen and
described in order to best explain the principles of the inven-
tion and the practical application, and to enable others of
ordinary skill in the art to understand the invention for various
embodiments with various modifications as are suited to the
particular use contemplated.

At least one embodiment of the invention may provide one
or more beneficial effects, such as, for example, tracking
people, in video surveillance, across multiple cameras based
on fine-grained body parts and attribute detectors.

It will be appreciated and should be understood that the
exemplary embodiments ofthe invention described above can
be implemented in a number of different fashions. Given the
teachings of the invention provided herein, one of ordinary
skill in the related art will be able to contemplate other imple-
mentations of the invention. Indeed, although illustrative
embodiments of the present invention have been described
herein with reference to the accompanying drawings, it is to
be understood that the invention is not limited to those precise
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embodiments, and that various other changes and modifica-
tions may be made by one skilled in the art.

What is claimed is:

1. A method for tracking an individual across two or more
cameras, wherein the method comprises:

detecting an image of one or more individuals in each of

tWo or more cameras;

tracking each of the one or more individuals in a field of

view in each of the two or more cameras;

applying a set of multiple attribute detectors to the images

of each of the one or more individuals being tracked by
the two or more cameras, wherein said attribute detec-
tors (i) provide a probability that given attributes are
present in an image and (ii) are learned from training
images in multiple levels of resolution to produce
robustness to multiple changes in lighting and view-
point; and

using the set of multiple attribute detectors to match an

individual tracked in one of the two or more cameras

with an individual tracked in one or more other cameras

of the two or more cameras, wherein using the set of

multiple attribute detectors to match an individual

tracked in one of the two or more cameras with an

individual tracked in one or more other cameras of the

tWO or more cameras comprises:

using a maximum confidence value of each of the mul-
tiple attribute detectors to generate a feature vector of
each of the one or more individuals;

determining a weight associated with each of the mul-
tiple attribute detectors, wherein said weight corre-
sponds to a reliability measure of the corresponding
attribute detector relative to the remaining attribute
detectors in the set of multiple attribute detectors;

calculating a distance between each vector using a
weighted vector distance between each vector based
on the determined weight associated with each of the
multiple attribute detectors; and

comparing the distance to a threshold to determine if the
individual tracked in one of the two or more cameras
is the same individual as the individual tracked in one
or more other cameras of the two or more cameras.

2. The method of claim 1, further comprising assigning a
unique tracking identifier for each trajectory of an individual
locally tracked in each of the two or more cameras to facilitate
tracking in a global coordinate system.

3. The method of claim 1, further comprising obtaining a
feature vector for the individual when the individual moves
within the field of view of a second camera.

4. The method of claim 3, further comprising determining
an amount of time taken by the individual to leave a view of
the first camera and appear within a view of the second
camera to determine if the amount of time is consistent with
an established range of time.

5. The method of claim 4, further comprising computing, if
the amount of time is consistent with the established range
time, a weighted vector distance between the first camera and
the second camera and comparing the weighted vector dis-
tance to a threshold to determine if the individual in the view
of'the first camera corresponds to the individual in the view of
the second camera.

6. The method of claim 5, further comprising unifying a
trajectory of the first camera and the second camera to corre-
spond to a single track if the individual in the view of the first
camera corresponds to the individual in the view ofthe second
camera.
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7. The method of claim 1, wherein the reliability of each of
the multiple attribute detectors is determined using an artifi-
cial neural network.
8. The method of claim 1, wherein the set of multiple
attribute detectors comprises a set of multiple fine-grained
Adaptive Boosting attribute detectors.
9. The method of claim 1, wherein the set of multiple
attribute detectors comprises one or more attribute detectors
for at least one of presence of a beard, presence of a mous-
tache, presence of eyeglasses, presence of sunglasses, pres-
ence of a hat, absence of hair, shape of body features, shape of
clothing features, clothing color and clothing texture.
10. The method of claim 1, wherein tracking each of the
one or more individuals in a local field of view in each of the
twO or more cameras comprises using one or more computer
vision algorithms.
11. The method of claim 1, wherein the multiple attribute
detectors are learned from a set of one or more training
images in one or more levels of resolution.
12. The method of claim 1, wherein using the set of mul-
tiple attribute detectors to match an individual tracked in one
ofthe two or more cameras with an individual tracked in one
or more other cameras of the two or more cameras comprises
using at least one of a geometric configuration of the two or
more cameras, time information, and a set of individual
attributes.
13. The method of claim 1, further comprising using one or
more non-visual attributes from one or more sensors.
14. The method of claim 13, wherein the one or more
non-visual attributes comprises at least one of odor and tem-
perature.
15. The method of claim 1, further comprising providing a
system, wherein the system comprises one or more distinct
software modules, each of the one or more distinct software
modules being embodied on a tangible computer-readable
recordable storage medium, and wherein the one or more
distinct software modules comprise a person detection mod-
ule, a person tracking module, a human parsing module and a
matching module executing on a hardware processor.
16. A computer program product comprising a tangible
computer readable recordable storage device including com-
puter useable program code for tracking an individual across
two or more cameras, the computer program product includ-
ing:
computer useable program code for detecting an image of
one or more individuals in each of two or more cameras;

computer useable program code for tracking each of the
one or more individuals in a field of view in each of the
twWOo or more cameras;

computer useable program code for applying a set of mul-

tiple attribute detectors to the images of each of the one
or more individuals being tracked by the two or more
cameras, wherein said attribute detectors (i) provide a
probability that given attributes are present in an image
and (ii) are learned from training images in multiple
levels of resolution to produce robustness to multiple
changes in lighting and viewpoint; and

computer useable program code for using the set of mul-

tiple attribute detectors to match an individual tracked in
one of the two or more cameras with an individual
tracked in one or more other cameras of the two or more
cameras, wherein the computer useable program code
for using the set of multiple attribute detectors to match
an individual tracked in one of the two or more cameras
with an individual tracked in one or more other cameras
of'the two or more cameras comprises:
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computer useable program code for using a maximum
confidence value of each of the multiple attribute
detectors to generate a feature vector of each of the
one or more individuals;
computer useable program code for determining a
weight associated with each of the multiple attribute
detectors, wherein said weight corresponds to a reli-
ability measure of the corresponding attribute detec-
tor relative to the remaining attribute detectors in the
set of multiple attribute detectors;
computer useable program code for calculating a dis-
tance between each vector using a weighted vector
distance between each vector based on the determined
weight associated with each of the multiple attribute
detectors; and
computer useable program code for comparing the dis-
tance to a threshold to determine if the individual
tracked in one of the two or more cameras is the same
individual as the individual tracked in one or more
other cameras of the two or more cameras.
17. The computer program product of claim 16, further
comprising computer useable program code for assigning a
unique tracking identifier for each trajectory of an individual
locally tracked in each of the two or more cameras to facilitate
tracking in a global coordinate system.
18. The computer program product of claim 16, further
comprising computer useable program code for wherein the
computer useable program code for using the set of multiple
attribute detectors to match an individual tracked in one of the
two or more cameras with an individual tracked in one or
more other cameras of the two or more cameras comprises
computer useable program code for using at least one of a
geometric configuration of the two or more cameras, time
information, and a set of individual attributes.
19. The computer program product of claim 16, further
comprising:
computer useable program code for obtaining a feature
vector for the individual when the individual moves
within the field of view of a second camera; and

computer useable program code for determining an
amount of time taken by the individual to leave a view of
the first camera and appear within a view of the second
camera to determine if the amount of time is consistent
with an established range of time.

20. A system for tracking an individual across two or more
cameras, comprising:

a memory; and

at least one processor coupled to the memory and operative

to:

detect an image of one or more individuals in each of two
or more cameras;

track each of the one or more individuals in a field of
view in each of the two or more cameras;

apply a set of multiple attribute detectors to the images
of each of the one or more individuals being tracked
by the two or more cameras, wherein said attribute
detectors (i) provide a probability that given attributes
are present in an image and (ii) are learned from
training images in multiple levels of resolution to
produce robustness to multiple changes in lighting
and viewpoint; and

using the set of multiple attribute detectors to match an
individual tracked in one of the two or more cameras
with an individual tracked in one or more other cam-
eras of the two or more cameras, wherein at least one
processor coupled to the memory and operative to
using the set of multiple attribute detectors to match



US 9,134,399 B2

15

an individual tracked in one of the two or more cam-
eras with an individual tracked in one or more other
cameras of the two or more cameras is further opera-
tive to:
use a maximum confidence value of each of the mul-
tiple attribute detectors to generate a feature vector
of each of the one or more individuals;
determine a weight associated with each of the mul-
tiple attribute detectors, wherein said weight corre-
sponds to a reliability measure of the correspond-
ing attribute detector relative to the remaining
attribute detectors in the set of multiple attribute
detectors;
calculate a distance between each vector using a
weighted vector distance between each vector
based on the determined weight associated with
each of the multiple attribute detectors; and
compare the distance to a threshold to determine if the
individual tracked in one of the two or more cameras
is the same individual as the individual tracked in one
or more other cameras of the two or more cameras.
21. The system of claim 20, wherein the at least one pro-
cessor coupled to the memory is further operative to assign a
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unique tracking identifier for each trajectory of an individual
locally tracked in each of the two or more cameras to facilitate
tracking in a global coordinate system.

22. The system of claim 20, wherein the at least one pro-
cessor coupled to the memory is operative to use the set of
multiple attribute detectors to match an individual tracked in
one of the two or more cameras with an individual tracked in
one or more other cameras of the two or more cameras is
further operative to use at least one of a geometric configu-
ration of the two or more cameras, time information, and a set
of individual attributes.

23. The system of claim 20, wherein the at least one pro-
cessor coupled to the memory is further operative to:

obtain a feature vector for the individual when the indi-

vidual moves within the field of view of a second cam-
era; and

determine an amount of time taken by the individual to

leave a view of the first camera and appear within a view
of the second camera to determine if the amount of time
is consistent with an established range of time.
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